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Proc Folder :

Solicitation Description :

Proc Type :

Date issued Solicitation Closes Solicitation Response Version

Solicitation Response

Purchasing Division
2019 Washington Street East

Charleston, WV 25305-0130
Post Office Box 50130

State of West Virginia

380344

ADDENDUM 1 - PURCHASE OF 2 NETWORK ATTACHED STORAGE UNITS

Central Purchase Order

2017-10-17

13:30:00

SR 0439 ESR10171700000001605 1

 VENDOR

VS0000014207

Cirious, LLC

Aagean

Comments:

Total Bid : Response Date: Response Time:Total Bid : 

Solicitation Number: CRFQ 0439 EBA1800000002

$29,883.19 2017-10-17 13:04:31

FOR INFORMATION CONTACT THE BUYER

Signature on File FEIN # DATE

All offers subject to all terms and conditions contained in this solicitation

FORM ID : WV-PRC-SR-001

Michelle L Childers

(304) 558-2063
michelle.l.childers@wv.gov
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 Line Comm Ln Desc Qty Unit Issue Unit Price Ln Total Or Contract Amount

Comm Code Manufacturer Specification Model #

Extended Description :

1 NETWORK ATTACHED STORAGE
UNIT

2.00000 EA $14,941.595000 $29,883.19

43201835

QNAP NAS UNITS WITH DUAL ACTIVE CONTROLLERS, ONBOARD RAM, WRITE CACHE, NVRAM CACHE, AND
SSD DRIVES PER SECTION 2 OF THE SPECS









































































Len MacBain 

888 995-0880 

810 454-1839 
rfx@aagean.com 



29,883.19 

14,941.59 29,883.19 



888 995-0880 / 810 454-1839 

October 17, 2017 

Len MacBain, CEO 

Len MacBain, CEO 

Aagean 

rfx@aagean.com 

888 995-0880 / 810 454-1839 

27 Glen Street, Unit 2G, Stoughton, MA 02072 

Len MacBain, CEO 



October 17, 2017 

Aagean 

 







CEO October 17, 2017 

Aagean 



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

QNAP ES1640dc-E5-v2- 96G 16-Bay	
	

Rackmount NAS Diskless	
	

SKU: ES1640dc-E5-v2-96G-DLS 
	
	



	
	
	
	
	
	
	
	
	
	
	

ES Sneak Peek	
	

Intel Xeon E5-2420 v2 Series 
Processor Active-Active HA dual 
controller	
QES Enterprise Operating System 
ZFS (Zettabyte File System) File 
system 40GbE Ready	
HPE Helion Support		
Block-level SnapSync for disaster 
recovery NVRAM w/Cope-to-Flash	

	
	

Why ES NAS	
	

The Challenges Enterprise Face Today	
	

Platform virtualization that was once only possible on expensive mainframes has 
become an indispensable core technology for enterprise IT	

	
Using OpenStack to build a private cloud has become a recent trend in 
corporate IT architecture	

	
Dilemma of high-cost SSD and high-capacity NL-SAS	

	
The pursuit of uninterrupted operation and high data availability	

	
Enterprises spend massive amounts of money to build out baseline architecture 
suitable for a VDI deployment	



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

What is ES NAS	
	

Built for Business-critical Applications	
	

The Enterprise ZFS NAS, featuring the brand-new QES (QNAP Enterprise System) 
operating system. Both the software and hardware architecture were built from the 
ground up to completely support virtualization environments. It is easy to use, has a 
low learning curve, and the fastest deployment speed.	

	
	
	
	

Overview of QNAP Enterprise ZFS NAS and the QES operating systems	
	

QES		
QNAP Enterprise System	

QTS		
QNAP Turbo NAS System	

	
	

Hardware platform	 Enterprise ZFS		
NAS ES series NAS	

QNAP Turbo NAS		
TS / TVS / TAS / TDS series	

	
Operating system kernel   FreeBSD	 Linux	

	
File system	 ZFS	 Ext4	

	
myQNAPcloud	 Yes	 Yes	



	
	
	
	
	

Virtualization Station	 No	 Yes	
	

Container Station	 No	 Yes	
	

Dual active controller	 Yes	 No	
	

NVRAM (Write to cache) Yes	 No	
	

40G Ethernet network   Yes	 Yes	
	

Intel Quick Assist	 No	 Yes	
	

Snapshot upper limit	 65536	 1024	
	

Single LUN 
snapshot upper 
limit	

	
65536	

	
1024	

	
Deduplication	 Yes	 No	

	
Real time 
data 
compression	

	
Yes	

	
No	

	
End-to-End Data Integrity Yes	 No	

	
	

Application consistency	
Snapshot Agent		
VSS Hardware Provider		
(QNAP NetBak Replicator)	

Snapshot Agent		
VSS Hardware Provider		
(QNAP NetBak Replicator)	

	
Remote disaster 
backup and recovery	

	
SnapSync	

	
Snapshot Replica	



	
	
	
	
	

Essentials of QNAP ES	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

4 Reasons Why ZFS Rocks	
	

Copy-on-write:	
	

This technique ensures that data is always consistent on the disk, when data is 
changed it is not overwritten — it is always written to a new block and checksummed 
before pointers to the data are changed.	

	
Data Integrity:	

	
The file system uses a 256-bit checksum, which is stored as metadata, can detect 
phantom writes, misdirected reads and writes, DMA parity errors, driver bugs and 
accidental overwrites	

	
Data Self-healing:	

	
ZFS’s near bullet-proof data integrity provides self-healing feature that can repair 
silent data corruption which occurs in mirrored volumes.	

	
RAIDZ:	

	
RAIDZ gets around “write hole” issue by using a variable width stripe, so every write is 
effectively a full stripe write. This, together with ZFS's copy on write characteristic, 
eliminates the RAID 5 write hole completely	
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Warranty and SimplyNAS Replacement Services (SRS):	
	

Field-replaceable Unit (FRU) applies not only to the controllers but also to the cooling 
fans, power supplies, and the BBU battery pack for CF2 (Copy-to-Flash), providing a 
cost-effective way to maintain complex system	



	



	
	
	
	
	

SPECIFICATION	
	
	

CPU	 Intel Xeon E5-2400 v2 family processor	
Intel Xeon 6-core Processor E5-2420 v2 (15M Cache, 2.20GHz)	

	
	
	

Memory	
System memory: DDR3 RDIMM	
Total memory slots: 6 (Dual controllers; 2 x main memory DIMM and 1 x write 
cache DIMM for NVRAM for each controller.)	
32GB for main memory DIMM and 16GB write cache DIMM per controller.	

	
Flash Memory	 2 GB DOM	

	
USB	 2 x USB 3.0/2.0 port	

	
	

Hard Drive	 16 x 3.5"/2.5" SAS 6Gbps hard drive (compatible with SAS 
12Gbps hard drive), or 2.5" SAS SSD	

	
Maximized Raw		

Capacity	

	
128TB (Configuration: 16 x 8TB hard drives)	

	
Hard Drive Interface SAS 6Gb/s	

	
10/100/1000 Mbps		

LAN Port	

	
1 for each controller (for remote management)	

	
10Gbps LAN Port  2 x RJ45, Intel X540-BT2 for each controller	

	
	

PCIe Slot	 PCIe Slot x8 (Gen2 x8): reserved for 40GbE or 10GbE LAN 
card PCIe Slot x4 (Gen2 x4): reserved for dual path Mini- 
SAS	

Cache	 mSATA SSD dedicated to NVRAM, SATA signaling	
	

Form Factor	 3U rackmount	
	

Dimension	 618(D) x 446.2(W) x 132(H) mm (excluding front grips)	
	
	

Weight	
Net weight (NAS only): 26.75 kg / 58.97 lb		
Gross weight (with packing and accessories): 36.94 kg / 81.44 lb	

	
Sound Level	 Sound pressure (LpAm) (bystander position): 66.1dB	

	
Power Consumption Sleep mode: 314.86	

W In operation: 
501.40 W	

	
Power Supply	 770 W (Redundancy for fault tolerance)	

	
Fan	 Hot-swappable fan module (60*60*38mm; 16000RPM/12v/2.8A x 3)	



	
	
	
	
	

Electro-Magnetic 
Compatibility (EMC)	

· FCC Class A (USA only)		
· CE Mark ( EN55022 Class A, EN55024	

	
	
	

SAFETY Standard	

· EN60950	
· BSMI	
· VCCI	
· CB	
· LVD	



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Front	
	

1.Hard Drive Tray	

	
	
	
3.Power On Button		

	
	
	
	
	
	
	
	
	

2.Hard Drive LED Indicators	

LED Indicators		
System Power LED (Blue): on/off 
System Status (Green/ Red): in 
operation, system errors, low power, 
degraded RAID mode, memory failure, 
fan/power supply	

4.failure, system/disk temperature too 
high, storage pool reaching threshold 
value, system performing take-over, 
power supply unit unplugged	
LCD Status Display (Two-digit 
number): Status of JBOD connection	



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Rear	
		

1.	 Password & Network Settings Reset 
Button	

	
9.	 PCIe Gen2 x4 Slot, with dual path Mini-SAS 

(SFF-8088) expansion card on board	
	

2.	
	
Power Supply LED (Green/ Orange)	

	
10.	 PCIe Gen3 x8 Slot, reserved for 40GbE LAN 

card	
3.	 RJ11 to RS-232 serial	 11.	 BBU	
4.	 1GbE Management Port	 12.	 BBU Status Light (Green/ Red/ Orange)	
5.	 2 x USB 3.0/2.0 Port	 13.	 Controller Status Light (Green/ Orange)	
6.	 2 x 10GbE (RJ45) Port	 14.	 Fan Status Light (Green/ Orange)	
7.	 Power Button	 15.	 Battery Status Light (Green/ Orange)	
8.	 Reserved Mini-SAS Port (SFF-8088)	 16.	 High Availability LED (Green/ Orange)	



	
	
	
	

Remark:		
The Enterprise ZFS NAS rack mount models comply with ANSI/EIA-RS-310-D rack 
mounting standards. Before purchasing the server racks for these models, please 
make sure the server racks conform to the following criteria:	

	
1. Rack size	

	
Mounting post width: ≥ 
451mm Panel width: ≥ 
485mm	
Mounting post depth: 609.6mm~914.4mm		
The distance between two rack posts is 465mm (center-to-center measurement of 
the rack's square holes)	



	
	

2. The optional rack kits for the Enterprise ZFS NAS rack mount models are 
compatible with both square-hole and round-hole server racks.	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Designs and specifications are subject to change without notice. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 

	 	



	 	



	
	
	
	
	
	
	

Seagate Hard Drives	
	


