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Frank Whittaker

State of West Virginia

2019 Washington Street, East
Building 15

Charleston WV 25305-0130

Dear Mr Whittaker,

Thank you for this opportunity to submit a proposal for State of West Virginia’s forthcoming technology
project. We have studied the information provided to us about your business requirements and carefully
analyzed your technology needs. The solution recommended for State of West Virginia has been designed to
meet your needs in the most cost effective way without compromising on quality, service or ongoing support.

Dell is helping our customers to bring down the Total Cost of Ownership by simplifying IT. We are committed to
providing solutions that will allow State of West Virginia to reclaim time and cost and increase the productivity
of your IT. In addition, we have built environmental consideration into every stage of the Dell product lifecycle
including power consumption, helping our customers demonstrate environmentally responsible procurement.

Our two proposals include the same server and storage offerings. The difference includes two different
network options for your review. These options are industry leading networking technologies that meet your
technical requirements, may increase functionality and lower your Total Cost of Ownership. We look forward
to discussing how these options can help in the areas described.

It is important to note that our proposal includes what we call an Investment Pricing Strategy. Dell is looking
to invest in our relationship at the state while at the same time, allowing you to acquire and see for yourself
why our Dell Data Center Solutions are truly industry leading. We have included references that will attest to
this statement. The pricing included in this proposal is heavily discounted and only applicable to this purchase.
Again, Dell is looking to grow our relationship within the State of West Virginia Agencies and we look forward to
the next step in this process.

Dell looks forward to working with you on this project. Should you have any questions regarding this response,
please contact me at 512-723-3772 or online at Mary_Collins@Dell.com.

Dell’s receipt of an Award or Purchase Order for RFP 120075TO for Computer Network Infrastructure from State
of West Virginia and subsequent performance in relation to this response shall be governed by and understood
to indicate State of West Virginia’s acceptance of the WSCA (WN34ACA) contract. Any terms in RFP 12007STO
for Computer Network Infrastructure or on a resulting Purchase Order from State of West Virginia to Dell shall
not be applicable.

Sincerely,

7)/ /'( [ ;J/L -,

Mary Collins
Proposals Manager
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Immediately following this page, please find the requested RFQ forms.

Dell’s receipt of an Award or Purchase Order for RFP 12007STO for Computer Network Infrastructure
from State of West Virginia and subsequent performance in relation to this response shall be governed
by and understood to indicate State of West Virginia's acceptance of the WSCA (WN34ACA) contract.
Any terms in RFP 12007STO for Computer Network Infrastructure or on a resulting Purchase Order from
State of West Virginia to Dell shall not be applicable.
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Attachment A - Vendor Response Sheet

Attachment A - Vendor Response Sheet

2.3.1

An organization chart identifying the Vendor's overall business structure and locations,
including an explanation of the various services offered by the company.

Vendor Response -

Company Facts - Dell at a Glance

Dell is a global information technology company that offers its customers a broad range of solutions
and services delivered directly by Dell and through other distribution channels. We are focused on
providing technology solutions that are more efficient, more accessible, and easier to manage.

Dell Inc. is a holding company that conducts its business worldwide through its subsidiaries. Our global
corporate headquarters is located in Round Rock, Texas.

Business Strategy

Dell built its reputation as a leading technology provider through listening to customers and developing
solutions that meet customer needs. A few years ago, we initiated a broad transformation of the
company to become an end-to-end technology solutions company.

We are expanding our enterprise solutions, which include servers, networking, and storage offerings. In
services, we are adding more capabilities to provide end-to-end technology solutions to our customers,
including managed security services focused on threat intelligence and security consulting. We are also
focused on growing our end-user computing business, which includes desktop and mobility offerings.
Software is a critical part of enterprise solutions and end-user computing, and we are expanding our
capabilities in this business. Since the beginning of Fiscal 2011, we have acquired more than ten
companies whose offerings and intellectual property enhance our solutions business.

Products and Services

We design, develop, manufacture, market, sell, and support a wide range of products, solutions, and
services. We also provide various customer financial services to our Commercial and Consumer
customers.

Enterprise Solutions
Our enterprise solutions include servers, networking, and storage products.

Servers and Networking — Our PowerEdge line of servers is designed to offer customers
affordable performance, reliability, and scalability. Our portfolio includes high performance
rack, blade, and tower servers for enterprise customers and value tower servers for small
organizations, networks, and remote offices. During Fiscal 2012, we expanded our PowerConnect
campus networking product offerings with a full suite of Dell Force10 data center networking
solutions. We have also recently introduced our 12th generation of PowerEdge servers, allowing
customer to run their applications more effectively and their data centers more efficiently.

Storage — We offer a comprehensive portfolio of advanced storage solutions, including storage
area networks, network-attached storage, direct-attached storage, and various backup systems.
Our acquisition of Compellent Technologies, Inc. in Fiscal 2012 has further expanded our network
storage offerings, and we have added a variety of increasingly flexible new Dell Equallogic
("EqualLogic”), Dell PowerVault, and Dell DX Object storage choices that allow customers to grow
capacity, add performance, and protect their data in a more economical manner. The flexibility
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and scalability offered by our Dell PowerVault and EqualLogic storage systems help organizations
optimize storage for diverse environments with varied requirements. During Fiscal 2012, we
shifted more of our portfolio of storage solutions to Dell-owned storage products.

Services

Our services include a broad range of configurable IT and business services, including infrastructure
technology, consulting and applications, and product-related support services. We provide them on a
stand-alone basis or within a comprehensive solution. Based on our customer engagement model, we
group our services into three categories: transactional, outsourcing, and project-based. Within those
categories, we offer a variety of services to our customers as part of an overall solution.

Transactional — Transactional services are closely tied to the sale of our servers, storage, and
client offerings. They include support and extended warranty services, managed deployment,
enterprise installation, and configuration services.

Outsourcing — Outsourcing services are designed to reduce customer costs, increase the
efficiency and improve the quality of customer business operations. They include data center
and systems management, network management, life cycle application development and
management, and business process outsourcing services.

Project-based — We also offer short-term services that address a wide array of client needs,
including IT infrastructure, applications, business process, and business consulting.

We offer the following services based on the business strategic needs:

Support and Development Services — Support and deployment services are closely tied to the
sale of our servers, storage, networking and client offerings, as well as multivendor support
services. These services include the majority of the services we currently classify as
transactional services.

Infrastructure, Cloud and Security Services — These services include infrastructure and
security managed services, cloud computing, infrastructure consulting and security consulting,
and threat intelligence. We often define the infrastructure technology strategies for our
customers through the identification and delivery of new technology offerings and innovations.

Applications and Business Process Services — Applications services include application
development and maintenance, application migration and management services, package
implementation, testing and quality assurance functions, business intelligence and data
warehouse solutions, and application consulting services. Business process services involve back
office administration, call center management, and other technical and administration services.

Software and Peripherals

We offer Dell-branded printers and displays and a multitude of third-party peripheral products such as
printers, televisions, notebook accessories, mice, keyboards, networking and wireless products, digital
cameras, and other products. We also sell a wide range of third-party software products, including
operating systems, business and office applications, anti-virus and related security software,
entertainment software, and products in various other categories. We are focusing our participation in
this area on higher-value offerings.

Client Products

We offer a wide variety of mobility and desktop products, including notebooks, workstations, tablets,
smartphones, and desktop PCs.

Commercial — Our Latitude, Optiplex, Vostro, and Dell Precision workstation lines of mobility
notebooks and desktop PCs are designed with our Commercial customers in mind. The Latitude
line of notebooks and the Optiplex line of desktop PCs deliver industry leading design, durability,
security, and manageability to drive enterprise efficiency and reduce the total cost of
ownership. The Vostro line is designed to customize technology, services, and expertise to suit
the specific needs of small businesses. We also offer the Precision line of mobile and desktop
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workstations for professional users who demand advanced workstation performance capabilities
to run sophisticated applications. During Fiscal 2012, we introduced the new Vostro 3000 series
notebooks, and the Dell Precision M4600 and M6600 mobile workstations, and made
enhancements to our Dell Latitude E-family of notebooks.

Consumer — For our Consumer customers, we offer the Inspiron, XPS, and Alienware lines of
notebooks and desktop PCs. The Inspiron line is designed for the mainstream user seeking a
personalized smart investment that is easy to use, while the XPS line is designed for customers
seeking un-compromised form plus function, with high performance and craftsmanship. We target
sales of our Alienware line to customers seeking advanced multimedia capabilities for high
performance gaming.

Financial Services

We offer or arrange various financing options and services for our Commercial and Consumer customers
in the U.S. and Canada through Dell Financial Services ("DFS"). DFS offers a wide range of financial
services, including originating, collecting, and servicing customer receivables primarily related to the
purchase of Dell products. DFS offers private label credit financing programs to qualified Consumer and
Commercial customers and offers leases and fixed-term financing primarily to Commercial customers.
Financing through DFS is one of several other sources of funding that our customers may select.

Product Development

We focus on developing scalable technologies that incorporate highly desirable features and
capabilities at competitive prices. We employ a collaborative approach to product design and
development in which our engineers, with direct customer input, design innovative solutions and work
with a global network of technology companies to architect new system designs, influence the
direction of future development, and integrate new technologies into our products. We manage our
research, development, and engineering ("RD&E") spending by targeting those innovations and products
that we believe are most valuable to our customers and by relying on the capabilities of our strategic
relationships. Through this collaborative, customer-focused approach, we strive to deliver new and
relevant products to the market quickly and efficiently. In Fiscal 2012, we opened the Dell Silicon
Valley Research and Development Centre, bringing the total number of global research and
development centers we operate to 12, Our total research, development, and engineering expenses
were $856 million, $661 million, and $624 million for Fiscal 2012, Fiscal 2011, and Fiscal 2010,
respectively.

Manufacturing and Materials

Third parties manufacture the majority of the client products we sell under the Dell brand. We use
contract manufacturers and manufacturing outsourcing relationships to achieve our goals of generating
cost efficiencies, delivering products faster, better serving our customers, and building a world-class
supply chain. Our manufacturing facilities are located in Austin, Texas; Penang, Malaysia; Xiamen,
China; Hortolandia, Brazil; Chennai, India; and Lodz, Poland.

Our manufacturing process consists of assembly, software installation, functional testing, and quality
control. We are certified to the 1SO (International Organization for Standardization) 9001: 2008 Quality
management systems standard. This certification includes most of our global sites that design,
manufacture, and service our products,

Geographic Operations

Our global corporate headquarters is located in Round Rock, Texas. We have operations and conduct
business in many countries located in the Americas, Europe, the Middle East, Asia and other geographic

regions.

£ Viromma Detl Ma imne L,
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Dell Management Structure

Dell’s executive leadership guides the company’s strategy across global, customer-centered
organizations.

Executive Leadership

Michael S. Dell
Chairman of the Board Chief Executive Officer

Senior Officers

’

1:‘

y 7 Jeffrey W. Clarke 4 .
Stephen F. S?huckenblock Brad R. {xnderson Vice Chairman & President Stephen_J. Felice
President President End User Computin President
Dell Services Enterprise Solutions pUtIng Chief Commercial Officer

Solutions

Lawrence P, Tu Nnamdi J. Orakwue David L. Johnson Brian T. Gladden
Senior Vice President, Executive Assistant to the Senior Vice President Senior Vice President
General Counsel CEO Corporate Strategy Chief Financial Officer

Steve H. Price Karen H. Quintos

Senior Vice President, Senior Vice President
Human Resources Chief Marketing Officer

The executive leadership is responsible for the long-term direction and strategy of the business as well
as being involved in the day-to-day operations. In doing so, they keep close to the needs of our
customers and also to the rapid changes in the IT industry. The aim is to ensure that Dell offers a range
of IT products and services which continue to meet or exceed the expectations of our customers.

Dell sells and supports products and services in over 190 countries, either directly or through a series of
dedicated local partners. We have manufacturing facilities worldwide and provide technical support
from Customer Support Centers across the globe, ensuring that we offer the best combination of
excellent customer services, support and customer value.

Srate of West Vireinia | Dell Marketing L.P.
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State of West Viriginia Dell Account Team

Dell understands the responsibility of the direct relationship - that is, to reconfigure our business every
day based on what customers like State of West Viriginiatell us and to be accountable for everything
we do. Dell seeks to develop and use direct customer relationships to understand The University's
needs and to deliver high quality computer products and services tailored to meet those needs.

Led by your currently assigned Account Executive, Mitch Mahoney, State of West Viriginiawill have an
assigned account team comprised of distinct Dell contacts for each key operation. Your account team
will be fully informed and accountable for the State of West Viriginiarelationship.

Dependent upon the complexity and scope of your projects, your cross-functional Dell Account Team
may include:

Title Responsibility

Account Executive

Mitch Mahoney A single point-of-contact who is responsible for overall account
513-227-6885 management and the customer’s experience with Dell

Mitch Mahoney@Dell.com

Sales Representative

Guy Youngblood Handles day-to-day product inquires, configuration, and pricing
512-513-8919

Guy_Yougblood@Dell.com

Inside Sales Manager and Regional Sales
Manager

Mark Reisman - Inside
512-513-9048
Mark Reisman@Dell.com Senior relationship managers available for escalated business issues

Mitch Breneman - Outside
614-264-6774
Mitch Breneman@Dell.com

System Engineer and/or System
Consultant

David Toshok Provides pre-sales technical configuration and systems consultation

724-602-1318
David Toshok@Dell.com

Technical Sales Representative

Jim Skelton Provides assistance with servers, storage, networking, and other
512-513-9410 technical topics

ﬂn Skelton@Dell.com
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Services Account Executive
Richard Hansen Coordinates professional services including deployment, support and
440-463-8625 consulting

Richard_Hansen@Dell.com

Working closely with the State of West Virginia, your Dell account team becomes familiar with all the
details and unique requirements of your organization. Dell will provide responsive, professional account
management to manage the relationship with the State of West Virginia. The overall goal of Dell’s
account team will be to plan, execute, measure, and report on the delivery of Dell’s products and
services.

2.3.2

A minimum of three (3) references is requested. At least one (1) of these references
should be from the public sector. All references should be from accounts of a similar
scope and complexity as the project outlined in this RFP and include telephone number
and email address.

Vendor Response

Judith Molnar

Sr Dir IT Xavier University
molnarj@xavier.edu
513-607-0484

Clay Fletcher - OK Tax Commission
cfletcher@oktax.state.ok.us
(405)521-4510 Office
(405)740-0488 Cell

Ron Wilson
Dir IT - DE Health and Human Services
302-255-9223

2.3.3

Vendor should provide resumes of proposed project team members which provide
adequate combined experience in completing similar projects; include copies of any
staff certifications or degrees applicable to this project.

Vendor Response

Dell does not publish or share employee resumes due to confidentiality reasons. Additionally, in a pre-
award scenario, while requirements for Account Team resources may be scoped, assignment of
personnel might be pending the project rollout.

Dell is confident in our ability to hire and retain the most qualified candidates available. While
employee resumes are not available due to their confidential nature, Dell is pleased to offer the
following job overviews:
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To provide the RFP-required support to Department of Administration, State of West Virginia, Dell and
our partners maintain a staff of experienced and certified technicians, with expertise and/or
certifications in the following areas:

Project management

Novell (CNA, CNE, MCNE)

Microsoft (MCPS, MCSE)

A+

Network +

Cisco (CCNA, CCDA, wireless)

Dell Premier

Following is a description of the technical roles that might be used for this project and their associated
qualifications:

Senior Technology Engineer—Brings more than 10 years experience directly supporting networking,
servers, storage, and desktop technologies. He/she will have multiple certifications, such as CCNA,
MCSE, A+, and VMWare. Typically, the Senior Technology Engineer provides support to other
technicians and may oversee and validate the quality of services delivered by other technical
resources. He/she is able to plan technology deployments and provide work plans for other staff to
follow. This individual can also be responsible for managing a strategic, mission critical, complex,
large-scale project.

Information Technology Specialist—With more than 5 years of hands-on support of servers, desktops,
and networking devices, the Information Technology Specialist will hold at least one major
certification, such as MCSE, and one or more minor A+ certifications. He/she has hands-on experience
in troubleshooting and deploying the stated technologies. The IT specialist will be skilled at working
with the systems as an integrated solution.

Information Technology Employee—Has more than 2 years of hands-on desktop support experience.
This individual serves as a computer technician, accomplishing various tasks including installation,
trouble-shooting, and repair of new and existing PCs. The IT Employee may also support the
maintenance and administration of both a computer network and connected desktop and laptop
computers. He/she will be A+ certified and hold a minor certification, such as MCP.

Configuration/Installation—Typically, the Installer has less than 2 years of hands-on experience and
will hold an A+ certification. The Installer may perform desktop and laptop troubleshooting, but
primarily provides backup support for a more skilled technician. His/her primary job function is the
de-installation, delivery, imaging, installation, and basic desktop setup. The Installer will know how to
replace sub-assemblies and may be used to perform part replacement services on warranty repairs.
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2.3.4

Vendor response should provide a minimum of two (2) successful projects related to the
project outlined in this RFP. The referenced projects should have a successfully
completed delivery and implementation. Projects that are in process, but not
completed, may be used as options. The Vendor should have had primary responsibility
(not acting as a sub-contractor) for the various phases of the projects including: analysis,
project/process design, pilot/test phases, and implementation. Vendor should clearly
include the description of past projects completed entailing the location of the project,
project manager name and contact information, type of project, and what the project
goals and objectives were and how they were met.

Vendor Response
David Crass
UW Milwaukee
Director of Information Technology Services
davidc@uwm.edu
414,229.6383
146 Dell Servers
7 MD storage arrays

Oklamhoma Tax Commision

Dell Storage in access of $1.5m

Multiple PowerEdge Servers

All sold and implemented by Dell Services
Clay Fletcher
cfletcher@oktax.state.ok.us
(405)521-4510 Office

(405)740-0488 Cell

University of North Texas

Philip Baczewski

Director of Academic Computing

(940) 565-3886

baczewski@unt.edu

Project consisted of 128*PE1950’s, 8*R910’s, 9*Dell Storage Arrays, 5*PC6248 switches

University of North Texas
Dr. David Hrovat
Department of Chemistry
940-565-4041
hrovat@unt.edu

Todd Hamblin Nevada DMV Sr. Dir IT
thamblin@dmy.nv.gov
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2.3.5

Vendor should identify any and all subcontractors that will be involved in the delivery
and ongoing support of this procurement. The primary vendor will be responsible for any
and all work performed by the subcontractors.

Vendor Response -

For the purpose of this response, Dell is not proposing engaging any of our service partners. If in
the future or subsequent information is made available that requires additional resources, Dell
has recognized that to provide the best and most competitive offerings to customers, we had to
focus on our acknowledged areas of expertise (product development, manufacturing and supplier
logistics). We project manage many of our service and program manage all of them. However, for
many aspects of end-to-end customer solutions, we have sought out and partnered with top
industry suppliers for services such as field installation, integration, project management (where

relevant) and support.

State of West Virginia can be assured that Dell retains ownership of the end-to-end relationship.
To ensure the best customer experience at all times, our core team of consultancy, engineering
and project management experts is deployed to support complex requirements and high-end
product introductions.

Partnership with ‘best-in-class’ service providers gives Dell’s customers a broader range of high
quality services and support than any single, vertically integrated company can provide. Dell
offers one of the most comprehensive service and support programs in the industry, backed by a
combined worldwide force of more than 50,000 engineers.

State of West Virginia | Dell Marketing L.P.
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2.4 Project Goals and Objectives

2.4.1

The following sets of questions are explanation based, concerning the Unified Storage
Array that may be proposed.

a.

Does the array have 8Gbps Fibre Channel connections to the SAN switches?

Vendor response: Yes

. Does the array have the capability to support 10Gbps FCoE for storage presentation?

Vendor response: Yes

Does the array have the capability to support 10Gbps iSCSI for storage presentation?
Vendor response: Yes

Does the array support automatic, dynamic read/write memory (cache) allocation?
Vendor response: Yes

Does the array support both 2.5" and 3.5" disk drives?

Vendor response: Yes

Does the array support RAID 1/0 (striped and mirrored)?

Vendor response: Yes

Does the array support RAID 5 (single parity)?

Vendor response: Yes

Does the array support RAID 6 or RAID-DP (double parity)?

Vendor response: Yes

Can the storage administrator choose which tier of disk in a storage pool is used when
creating a new LUN?

Vendor response: Yes

Can individual LUNs be expanded "on the fly" without down time on the system using the
LUN?

Vendor response:  Yes
Can individual LUNs be converted from thick to thin provisioned and vice versa?

Vendor response: No - All LUNs are thin provisioned
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I. Does the array support space reclamation on existing thin provisioned LUNs?
Vendor response: Yes

m. Can individual LUNs be manually migrated between disk types in a storage pool
without down time on the system using the LUN?

Vendor response: Yes
n. Does the array support the exclusion of particular LUNs from automatic tiering?
Vendor response: Yes

0. Are full copies (clones) of LUNs available for use immediately after initiating clone
operation?

Vendor response: Yes

p. Are full copies (clones) mountable by a different host?
Vendor response:  Yes

q. Does the replication technology in the array support both local and remote protection?
Vendor response: Yes

r. Does the storage array utilize 10Gbps Ethernet for the NAS (CIFS/NFS) functionality?

Vendor response: Yes

s. Does the storage array support NDMP for backup of raw file systems?:
Vendor response: No

t. Does the NDMP support allow for file and folder level restoration without the need
to restore the entire NAS file system containing those items?

Vendor response: N/A

u. Does the CIFS file server support Windows 2008 R2 native-mode Active Directory
domains?

Vendor response: Yes

v. Does the CIFS file server support Volume Shadow Copy to allow end-user or support staff
recovery of files and folders using the "Previous Versions” features built into the
Windows client operating systems when utilizing snapshot technology on the CIFS file
shares?

Vendor response: Yes

w. Does the CIFS file server support ABE (access-based enumeration)?
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Vendor response: Yes

x. Does the array support de-duplication of data presented via file protocols (CIFS/NFS)?
Vendor response: Yes

y . Does the array support compression of data presented via file protocols (CIFS/NFS)?
Vendor response: Yes

z. Does the array provide the ability to administer the system via a command line
interface (CLI installed on a remote system or direct SSH/telnet interface)?

Vendor response: Yes
aa. Does the array provide the ability to script administrative actions for bulk operations?
Vendor response: Yes

2.4.1.1 Does the array support the use of solid state drives (550) or enterprise flash
drives (EFD) as an extension of read/write cache to enhance performance and alleviate
hot spots from sudden, unexpected spikes in workload? If yes, response should provide
details on how this works within the array and any limitations of this technology.

Vendor Response: No

2.4.1.2 How many total active paths does a host have to an individual LUN?

Vendor Response: The maximum possible number of active paths to any LUN on a Dell
Compellent Storage Center is 24. In the solution quoted for this project, there are 2 -
8Gbps Fibre Channel ports in each host, so in this case there will be 2 active paths per
host, and thus 2 active paths per LUN.

2.4.1.3 What is the total bandwidth available for a host to an individual LUN?

Vendor Response: The maximum possible number of active paths to any LUN on a Dell
Compellent Storage Center is 24. In the solution quoted for this project, there are 2 -
8Gbps Fibre Channel ports in each host, so in this case there will be 2 active paths per
host, and thus 2 active paths per LUN.

2.4.1.4 What is the total number of drives and drive enclosures supported by the array
(expandability)?

Vendor Response: The total number of drives supported by the configured Dell
Compellent Storage Center is 960. The maximum number of enclosures supported in
this solution is either 80 - 12bay, 3.5” drive, SAS2 enclosures, or 40 - 24-bay, 2.5"
drive, SAS2 enclosures.

State of West Virainia | Dell Marketing L.P.
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2.4.1.5 When implementing the data-at-rest encryption does the array provide
internal key management system, utilize (or require) an externalkey
management system or rely on drive-based encryption without the need for a
key management system?

Vendor Response: The array does not currently have data-at-rest as a feature set. It
will support the use of host- and switch-based encryption. It is being evaluated as a
possible feature of the storage array.

2.4.1.6 How many tiers of storage (drive types) may be placed in a single storage pool?

Vendor Response: The Compellent array supports up to 3 drive types in a single
storage pool. By supporting multiple pools within a single storage array,
configurations can include all 4 drive types (SSD, 15K, 10K, 7.2K) in a single array.
For example, one pool might contain SSD/15K/7.2K, while another pool might contain
SSD/10K/7.2K.

2.4.1.7 Does the array support automatic data tiering within a configured storage pool
to allow migration of data to higher or lower speed disks based on an activity
algorithm? If yes, response should explain how the automatic data tiering
works in the proposed unified storage array.

Vendor Response: Yes. Data is progressed not only through drive types (15K, 10K,
etc.), but also through RAID types. New data being written to the array might be
initially stored as RAID-10 protection on 15K drives, then progressed to RAID-5
protection on 15K drives, then later progressed to RAID-6 on 7.2K drives. The
Compellent Data Progression algorithms move data in 2MB (default) chunks, and spread
the data for each LUN across all of the drives in each tier. The Data Progression
algorithms run daily, on a scheduled basis. Less-used data will be progressed
downward to slower drives, while more-often-used data is progressed upward to faster
drives. An additional data progression feature will ensure that the most commonly
used data remains on the outer 20% of each disk drive, ensuring the lowest seek
latencies for the data that is being accessed the most.

2.4.1.8 Does the array support policies on automatic tiering to allow SAN administrators
to designate particular LUNs that should only be migrated to higher (or lower)
speed disks? If yes, response should explain how this functionality is implemented
in the proposed array.

Vendor Response: Yes. When creating a LUN, the administrator may elect to allow a
LUN to use the default settings (the LUN will be spread across all tiers in the pool), or
he may choose a specific tier of disk on which the LUN will reside. This is done
through a simple drop-down list in the configuration wizard., Once a LUN has been
created, the tier settings can easily be changed to either the default setting or to
select a different tier, without no impact to server operations.

Viroima | Rell Marketine L.P.
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2.4.1.9 Does the array allow scheduled policy changes for the automatic tiering of
individual LUNs based on regularly occurring events? (An example would be the
ability to schedule a particular LUN to only be migrated to higher speed disks
during a time period that is known to be very busy)

Vendor Response: Yes

2.4.1.10 Does the array allow dynamic expansion of storage pools through the addition or
more drives and/or RAID arrays into the storage pool? If yes, response should
provide details on how this feature is implemented and any limitations imposed on
this process,

Vendor Response: Yes. When creating a LUN, the administrator may elect to allow a
LUN to use the default settings (the LUN will be spread across all tiers in the pool), or
he may choose a specific tier of disk on which the LUN will reside. This is done
through a simple drop-down list in the configuration wizard. Once a LUN has been
created, the tier settings can easily be changed to either the default setting or to
select a different tier, without no impact to server operations.

2.4.1.11 Does the array support de-duplication of data contained on LUNs presented
via block level protocol (FC/FCoE/iSCSI)? If yes, response should explain this
functionality on the proposed array.

Vendor Response: No

2.4.1.12 How many snapshots of a single LUN can be made? Response should
include any details on performance degradation when utilizing multiple
snapshots on a LUN.

Vendor Response: Response should include any details on performance
degradation when utilizing multiple snapshots on a LUN. There are many
variables involved in determining this, yet several hundred per volume is
common, and thousands is possible. The Dell Compellent Storage Center is
designed to be able to support this many snapshots without performance
degradation, and in fact many of our customers are doing this in production on a
daily basis.
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2.4.1.13 Please outline the typical storage requirement for snapshots, both individual

and multiple incremental snapshots of the same LUN? Also, response should
provide a brief explanation of how snapshot technology is implemented on the
array.

Vendor Response: Compellent snapshots are extremely efficient. When a snapshot is
taken, all blocks that currently make up the LUN are locked from further updates.
New and changed data being written to that LUN are written to new blocks in the
pool. Unlike many other storage technologies, Compellent does not require a pre-
defined and allocated space for snapshots. Multiple snapshots can be taken of a single
LUN, any snapshot can be mounted as a new LUN back to the same host or to a
different host, without impacting the other snapshots that have been taken. The
additional storage required for snapshots is completely dependent on the data change
rate of the LUN. If a LUN has a change rate of 10% per day and a snapshot is kept for 5
days, then the space required would be about 50% of the size of the LUN.

2.4.1.14 Does the replication technology in the array have the ability to take multiple snapshots of
the LUNs to enable recovery or testing with copies of those LUNs at a user configurable interval? If
yes, response should provide details on how this technology is implemented in the array.

Hw N -

Vendor Response: Yes. When a LUN is created, the administrator chooses the
snapshot frequency as well as the duration (how long the snapshot is kept before
automatic deletion). These settings can be easily changed at a later time, and are
completely scheduled and controlled by the storage array. There is no need for
external job scheduling. The frequency and duration settings are stored in templates
that make selection at LUN creation time very simple. Templates can contain multiple
schedules, allowing for very sophisticated snapshot implementations. For example, a
business-critical LUN might have the following snapshot configuration:

snapshots taken every 5 minutes between 8:00am and 5:00pm, kept for 8 hours
snapshots taken every hour between 5:00pm and 8:00am, kept for 24 hours
snapshots taken every Saturday at 12:00 noon and kept for 1 week

snapshots taken the last day of the month and kept for 12 months

This configuration would be defined in a template and applied with a single click each
time a business-critical LUN is created.

2.4.1.15 What are the typical bandwidth requirements of the replication technology

after initial seeding of the data to the remote site has been completed?

Vendor Response: The bandwidth required for replication is completely dependent on
the amount of data that is changing between replication intervals.

2.4.1.16 Is the data being replicated compressed or de-duplicated to reduce

bandwidth requirements?

Vendor Response: The Compellent array can compress the amount of replicated data
that is eing sent across the network. Compellent also supports the use of network-
bandwidth-reduction appliances available from several third-party vendors.
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2.4.1.17 Is the data being replicated encrypted between the source and destination arrays?
Vendor Response: Compellent does not currently encrypt data that is being replicated.

2.4.1.18 Does the replication technology support RPO goals of 15 minutes or less
using asynchronous replication to a remote site? Response should detail any
bandwidth or latency requirements to meet this goal.

Vendor Response: Compellent can support RPO goals of 15 minutes or less,
providing that the bandwidth available for replication is adequate. Please see
response to 2.4.1.15 for details on bandwidth requirements.

2.4.1.19 Does the array have the capability to serve as a CAS/WORM device to replace
optical storage systems? If so, what level of compliance does the CAS
functionality provide?

Vendor Response: N/A as the array does not have this capability

2.4.2  The following sets of questions are explanation based, concerning the Server Hardware
that may be proposed.

a. Do the proposed servers support 16GB DIMMs?
Vendor response: Yes

b. Do the servers support 32GB DIMMs?
Vendor response: Yes

c. Do the proposed servers contain more than the required minimum of 192GB RAM per
server?

Vendor response: No, 192GB of Memory has been configured in each of
the R620 Servers.

2.4.2.1 What is the total available processing power of the servers in the proposed solution?
Please provide a breakdown on core count, core speed and total processing power
(GHz) for the proposed servers.

Vendor Response: Each of the (7) Dell R620 servers come standard with 2 sockets.
Each socket has an 8-core E5-2650 2.0GHz processor, for a total of 16 processors
per server. Per the example referenced in the addendum, here is a breakdown
on how it relates to Hyperthreading. The Intel hardware projects both physical and
logical cores to the Operating System or HyperVisor. HyperThreading within Intel
SandyBridge allows a single core to simultaneously process up to 2 threads. Hence, an
8 Core System will be seen as 16 Logical cores. Workloads that offer parallel execution
of threads can benefit from Hyper Threading. The OS or HyperVisor queues and
schedules threads for execution against the logical cores. This provides greater
performance and a more efficient method of execution for workloads that have a
degree of threading. For workloads that are more serial in nature and don’t exhibit
the same level of threading, the benefits may be negligible. The actual amount of
compute capacity before or after HyperThreading is the same. Citing the example
shown in the addendum, based on the 2 threads per core, then a total of 32GHz per
server with HyperThreading enabled.
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2.4.2.2 How many DIMMs can the servers in the proposed solution hold (without add-ons)?
Vendor Response: 24 DIMMS

2.4.2.3 Are add-ons (drawers, trays, add-on blades, etc.) available to increase the number
of DIMMs that can be installed in a server? If so, what is the maximum number of
DIMMs that can be installed in the servers with any available add-ons?

Vendor Response: Add-on’s ( drawers, trays, etc ) are not available on the R620’s.
A total of 24 DIMMS slots are available

2.4.2.4 What is the maximum RAM supported by the servers without add-ons
(drawers, trays, etc.)? With add-ons?

Vendor Response: You can have up to 768GB of memory ( 24 DIMMS ) on each of
the R620 servers. No add-on devices are available for the R620’s

2.4.2.5 What size and speed DIMMs are being used in the proposed server configuration?
Response should provide a detailed description of the RAM layout utilized on the
Servers.

Vendor Response: The 192GB of memory is composed of 12 x 16GB 1600MHz
memory DIMMS. There are (4) channels and (3) Slots for memory per socket. There
will be a 16GB DIMM in slot 1 Channel (0,1,2,3 ) as well as a 16GB DIMM in slot 2
Channel (0,2 ). A total of 6 x16GB DIMMS per socket or 12 total across both
sockets.

2.4.2.6 If proposing Rack Mount Servers:

2.4.2.6.1 How many available PCI-Express slots do the servers in the configuration have?

Vendor Response: There are (3) PCle Gen 3 slots in the R620 servers. Each of the
(3) slots are x16 slots. 2 are x16 with x16 bandwidth and 1 is x16 with x8
bandwidth.

2.4.2.6.2 What is the speed of the PCl-Express slots in the servers? Response should
provide a detailed listing of the available PCl-e expansion slots and their speeds
and note which are already populated.

Vendor Response: The PCle slots are PCle Gen 3. 2 of the PCle slots are x16 with
x16 bandwidth and 1 is x16 with x8 bandwidth. There will be a dual-port 8Gb
Qlogic 2652 FC HBA occupying the x16 slot ( x8 bandwidth ) . The 2 and 37
slot’s ( x16 with x16 bandwidth ) are open. The Dual-Port 10Gb NIC is part of the
LOM ( Lan on Motherboard ).
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2.4.2.7 If proposing Blade Servers: N/A - proposing Rack Mount Servers.

2.4.2.7.1 How many total slots are in the proposed chassis?
Vendor Response:

2.4.2.7.2 Are the blade chassis in this proposal equipped with all required power supplies,

fans and 1/0 modules/switches to support fully populating the blade chasses
without additional cost beyond the purchase of the blade servers?

Vendor Response:

2.4.2.7.3 How many slots are used by the servers included in this proposal?
Vendor Response:

2.4.3 The following sets of questions are explanation based, concerning the Network
Switches that may be proposed.

a.

Due to the core competency of the WVSTO staff as well as other WV state agencies
we would prefer to continue utilizing Cisco networking equipment within our data
center for Ethernet connectivity. Does the proposed solution include Cisco network
equipment?

Vendor response: No, however Dell feels that our Powerconnect and
Force10 products are an excellent fit for this proposal. In
addition to meeting all the technical requirements, the Dell CLI is
substantially similar to Cisco 10S, which reduces management and
training costs. The hardware is supported and tested with Dell’s
storage and server products, allowing Dell to provide a fully
integrated solution. Please see the attached documentation on
the Force10 CLI for reference.

Does the proposed solution include licenses for VMware distributed virtual switch
modules to allow both the physical and virtual network infrastructure to be managed
through a common interface (whether command line, browser-based GU|, etc.)?

Vendor response: No,however the Dell Force10 switches include a
feature called “Open Automation” which allows a level of
integration between the switching environment and VCenter,
allowing some network management from inside Vcenter. Please
see the attached documentation for more information.
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2.4.3.1 Does the network equipment for server connectivity in the proposed solution have
expansion capabilities (port modules, etc.), and, are those expansion slots
available for future use or populated as part of the proposed solution? If yes,
response should detail the expansion capabilities of the proposed network
switches.

Vendor Response: Yes.

The Dell Force10 S55 switches has 2 1/0 module bays. One module bay is
populated with a 2 port SFP+ module to provide uplink connectivity for the
switch. The other 1/0 bay is empty, allowing future expansion with a 2xSFP+ or
stacking module.

The Dell Force10 S4810 switch has 48 SFP+ ports and 4 QSFP ports. It is a fixed
configuration switch, however the 4 QSFP modules are not used in the current
design and can be populated in the future with 40Gb/s optics for stacking or
uplink use.

(Alternate) The Dell Powerconnect 8024 switch is a fixed configurarion switch
and has 24 SFP+ interfaces.

(Alternate) The Dell Powerconnect 7048R switch has 2 /0 module bays. One
module bay is populated with a 2 port SFP+ module to provide uplink
connectivity for the switch. The other I/0O bay is empty, allowing future
expansion with a 2xSFP+ or stacking module.

2.4.3.2 Does the propose network equipment include, or have the capability to
support, other network protocols, specifically FCoE (fibre channel over
Ethernet) and iSCSI? If yes, response should outline any additional modules or
license costs to enable the support of these protocols on the proposed network
switches.

Vendor Response: The proposal does not include any special hardware or software to
support FCoE or ISCSI, however the Dell Force10 and PowerConnect switches are fully
certified for 1SCSI use with Dell Compellant and Equalogic. The switches do not have
any software support for FCoE at this time.

2.4.4 The following sets of questions are explanation based concerning the General Solution being

proposed.

a. Does the proposed solution include a centralized, unified monitoring system that gives
overall status information about the hardware included in the solution (switches,
storage and servers)?

Vendor Response: Open Manage Essentials (OME ) can monitor the servers and you can
import the MIBs to monitor Powerconnect, Force10 and Compellent.
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b. Does the proposed solution include a single point of contact for all support issues

C.

(hardware and software) when utilized to run a vSphere environment?

Vendor Response: Dell will be the single point of contact for all support
related issues. A toll free number will be provided when the support
agreement has been established.

Does the propose solution include direct OEM support from the vendors of each
component utilized in the solution to allow escalation of support issues to the OEM
technicians by either the WVSTO or our single point of support for the propose
solution?

Vendor Response: Yes, support for all of Dell proposed solution will come directly
from Dell. Support for any existing S/W ( ie: VMWARE ) should come from your
existing support channel.

Does the proposed solution include regular (quarterly or bi-annually), pre-tested and
validated firmware updates direct from a single source to allow the WVSTO to keep
all hardware in the solution up-to-date without having to go through internal
research, testing and validation of firmware as it is released by the OEMs?

Vendor Response: Fully tested firmware updates for the Dell servers
is published/released on a regular basis. Historically they have
been released on a quarterly basis. Regular access to firmware updates is
included with the maintenance contracts on the specified Dell switches. While there is not a
published release schedule, Dell regularly releases fully tested bugfix and feature updates via
the Dell support web site. Dell also does of software images with Compellant and Equallogic
storage and provides “qualified” lists containing recommended software images.

The proposed solution should take into consideration existing WVSTO licensing and
should only include software licensing that is necessary to support the proposed
solution that is not already owned by the WVSTO (see appendix for list of current
VMware licensing). Have you taken existing WVSTO licensing into account and only
included additional licenses, not already owned by the WVSTO in your proposed
solution?

Vendor Response: Dell has only included the software needed to manage the
Dell Servers, storage and Switches ( Dell proposed hardware ). Existing WVSTO
software was taken into account when proposing the solution

2.4.4.1 Does the proposed solution ship as a single unit (all hardware racked, all internal

power, network, SAN and other cables connected) ready to connect to power and
core networking equipment and begin deployment and configuration of storage,
networking and the vSphere environment?

Vendor Response: The Dell equipment will arrive at WVSTO as separate
components. Dell services will come to WVSTO to install and configure the
hardware and cables in the Dell provided racks at the primary and D/R locations.

A
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2.4 Project Goals and Objectives

2.4.4.2 The WVSTO would like to keep the network traffic for the hosts, the network traffic
for hardware management and the storage network traffic separated. This serves a
few purposes, the first being segregation of traffic with dedicated resources for each
type of traffic, to try and insure peak performance of the solution; the second being
the ability to keep the management traffic on high performance (gigabit), but lower-
cost switches that don't need the capabilities of the switches used to connect the
VMware hosts to the network.

2.4.4.2.1 Does the propose solution include separate switch infrastructure for the hosts,
the hardware management interfaces and storage (fibre channel) networks? If
yes, response should provide some details on the internal network layout of
theproposed solution and how it meets this goal.

Vendor Response: The proposed infrastructure includes a redundant 1Gb/s network at
each site based on Dell Force10 S55 switches for management and housekeepking
network traffic. A pair of Dell Force10 $4810 switches is proposed to provide a
redundant, nonblocking 10Gb/s infrastructure for user traffic. A pair of Fiberchannel
switches provides a redundant Fiberchannel network for SAN connectivity. Each
server has sufficient network interfaces to allow 1 connection to each switch. An
alternate configuration utilizing Dell Powerconnect switches is also presented,
providing the same functionality, but with fewer available ports for future expansion.

2.4.4.3 Does the proposed solution include a centralized, unified management system
that allows baseline configuration tasks to be performed? If it does, can the
following tasks be performed through this management system? If so, response
should outline the following capabilities to perform that function:
NDMP
Vendor Response: No

2.4.4.3.1 Define VLANs available (trunked) into the network switches from the core
network

Vendor Response: N/A

2.4.4.3.2 Define storage available to the various vSphere clusters

Vendor Response: vSphere plug in will allow you to assign storage to the clusters

2.4.4.3.3 Deployment of operating system (vSphere, Windows, etc.) to the physical servers
included in the solution from user-provided ISO images?

Vendor Response: The Dell Management plugin for VMware vCenter provides the
ability to update firmware on Dell PowerEdge servers in an automated fashion. It
also provides warranty reporting for the servers within the vCenter.

b
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2.4 Project Goals and Objectives

2.4.4.3.4 Creation of vCenter instances to manage vSphere hosts?

Vendor Response: Dell has not included any additional VMWARE tools in the proposal.
Based on conversations with VMWARE, the native VMWARE management tools ( ie:
Vcenter ) should provide all the tools to manage the VM’s in your environment.

2.4.4.3.5 Does the management system provide any additional capabilities not outlined
above? If it does, response should detail any notable capabilities.

Vendor Response: The Dell Management plugin for VMware vCenter
provides the ability to update firmware on Dell PowerEdge servers in an
automated fashion. It also provides warranty reporting for the servers
within the vCenter. Dell also provides extensive integration with other
industry leading management tools such as Microsoft System Center and
BMC.

17
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Attachment B - Mandatory Requirements

Attachment B - Mandatory Requirements

2.5.1Unified Storage Platform

2.5.11 The unified storage systems must allow presentation of storage through block
and file level protocols and meet the following requirements for usable capacity.
Affirm: Yes

2.5.1.1.1 The storage array for the production center must provide a minimum usable
capacity of at least 17TB for virtualized servers in a dedicated physical or virtual storage
pool.

Affirm: Yes

2.5.1.1.2 The storage array for the production data center must provide a minimum useable
capacity of 5 TB for NAS file shares in a dedicated physical or virtual storage pool.
Affirm: Yes

2.5.1.1.3 The storage array for the production data center must provide a minimum useable
capacity of 3 TB for virtual desktops in a dedicated physical or virtual storage pool.
Affirm: Yes

2.5.1.1.4 The storage array for the disaster recovery data center must provide a minimum
useable capacity of 17 TB for replicated virtual servers.
Affirm: Yes

2.5.1.1.5 The storage array for the disaster recovery data center must provide a minimum
useable capacity of 5 TB for replicated NAS file shares.
Affirm: Yes

2.5.1.1.6 The storage array for the disaster recovery data center must provide a minimum
useable capacity of 3 TB for replicated virtual desktops.
Affirm: Yes

2.5.1.1.7The storage array for the disaster recovery data center must provide a minimum
additional useable capacity of 10 TB.
Affirm: Yes

2.5.1.2 The proposed storage array must be a unified storage array that allows
presentation of storage via block (Fibre Channel) and file (CIFS, NFS) protocols.
Affirm: Yes

2.5.1.3 The proposed storage array must have a minimum of 4Gbps fibre channel
connectivity to the SAN switch infrastructure,

Affirm: Yes

2.5.1.4 The proposed storage array must have two storage controllers for the block level
protocol in an active/active configuration with at least two fibre channel connections to
the SAN switch infrastructure providing a total of 4 paths to the storage array.

Affirm: Yes

L Viceimia | Dell Man




Attachment B - Mandatory Requirements

2.5.1.5 The proposed storage array must have two filers for the file level protocols in an
active/passive or active/active configuration with at least two (2) 1Gbps or two (2)
10Gbps Ethernet connections per filer to the network infrastructure.

Affirm: Yes

2.5.1.6 The proposed storage array for the production data center must provide a minimum
of 20,000 |OPs dedicated to the virtualized server environment,
Affirm: Yes

2.5.1.7 The proposed storage array for the production data center must provide a minimum
of 8,000 lOPs dedicated to the virtual desktop environment.
Affirm: Yes

2.5.1.8 The proposed storage array for the production data center must provide
dedicated capacity to support NAS file shares for up 120 users and 3 TB of data.
Affirm: Yes

2.5.1.9 The proposed storage array for the disaster recovery site must provide a minimum
of 60% of the total lOPs of the production storage array.
Affirm: Yes

2.5.1.10 The proposed storage array must support Solid State Drives (SSD) or Enterprise
Flash Drives (EFD) (Tier 0).

Affirm: Yes .
2.5.1.11 The proposed storage array must support high speed (10K and 15K RPM) Fibre
Channel (FC) or Serial Attached SCSI (SAS) drivers (Tier 1 and Tier 2).

Affirm: Yes

2.5.1.12 The proposed storage array must support 7.2K RPM near-line SAS or ATA drives
(Tier 3).

Affirm: Yes

2.5.1.13 The proposed storage array must support virtual (thin) provisioning for volumes
presented via block level (FC) protocol.

Affirm: Yes

2.5.1.14 The unified storage systems must support the ability to do snapshots and clones
of volumes presented via block level protocols. It must also support the ability to do
snapshots of the file systems presented via file level protocols.

Affirm: Yes

2.5.1.15 The proposed storage array must include the ability to make clones of volumes
presented via block-level (FC) protocol.
Affirm: Yes

2.5.1.16 The proposed storage array must include the ability to take snapshots of
volumes presented via block-level (FC) protocol.
Affirm: Yes

2.5.1.17 The proposed storage array must include the ability to take snapshots of file
systems presented via file-level protocols (CIFS, NFS).
Affirm: Yes




Attachment B - Mandatory Requirements

2.5.1.18 The proposed storage array must include IP-based, asynchronous replication
for the storage presented via block level (FC) protocol.
Affirm: Yes

2.5.1.19 The proposed storage array must include IP-based, asynchronous replication for
the file systems presented via file level (CIFS, NFS) protocols.
Affirm: Yes

2.5.1.20 The proposed storage array must have the capability to support data-at-rest
encryption.
Affirm: Yes via third-party encryption tools.

2.5.1.21 The proposed storage array must have a single, unified management tool that
allows the configuration and monitoring of all features and functionality of the array.

Affirm: Currently has a single interface for all block-level SAN access, and a separate
interface for creation and management of NAS file-systems. Storage LUNs used by the NAS
system are created and managed within the block-level storage array.

2.5.1.22 The proposed storage array must support all of the primitives defined in the
VMware vSphere API for Array Integration (VAAL) specifications for vSphere 5.0 for storage
presented via block level (FC) protocol.

Affirm: Yes

2.5.1.23 The proposed storage array must include full, active-active, load balanced
multi-path support for connected VMware vSphere 5.0 hosts (not the default most
recently used or round robin provided by VMware).

Affirm: No - multipath support uses operating system MPIO.

2.5.1.24 The proposed storage array must include plug-ins for VMware vCenter to enable
the creation and management of LUNs (from assigned storage pools) for the vSphere
environment to ensure proper alignment and optimization of the LUNs.

Affirm: Yes

2.5.1.25 The proposed array must include replication technology that integrates with
VMware Site Recovery Manager (SRM) 5.0 to allow SRM to leverage the native replication
technologies of the array to copy data to the disaster recovery site.

Affirm: Yes

2.5.1.26 The proposed array must have the capability to enable call-home functionality for
sending hardware alerts to the OEM when failures are detected on the array to enable
rapid, pro-active response from technical support to replace or repair defective hardware.
Affirm: Yes

2.5.1.27 The unified storage systems must have an expected product life of at least 5 years.
Affirm: Yes

2.5.1.28 The unified storage systems must include 5 years of support with a guaranteed
response time of 4 hours and 24x7x365 availability coverage.
Affirm: Yes




Attachment B - Mandatory Requirements

2.5.2 Fibre Channel Switches

2.5.2.1 The proposed solution shall include two independent fibre channel switches at each
site.
Affirm: Yes

2.5.2.2 The fibre channel switches must have autosensing 8 Gbps ports (support 8/4/2 Gbps).
Affirm: Yes

2.5.2.3 The proposed fibre channel switches must have management capabilities via a
command line interface (telnet/SSH).
Affirm: Yes

2.5.2.4 The proposed fibre channel switches must have a browser-based management

interface.
Affirm: Yes

2.5.2.5 The proposed fibre channel switches must include some internal diagnostics.
Affirm: Yes

2.5.2.6 The proposed fibre channel switches must include native alerting and reporting
(without the need for a monitoring server).
Affirm: Yes

2.5.2.7 The proposed fibre channel switches must include a native way to display

performance metrics.
Affirm: Yes

2.5.2.8 The proposed fibre channel switch configuration must support non-disruptive

firmware upgrades,
Affirm: Yes

2.5.2.9 The proposed fibre channel switches must have the capability to be either an
NPV edge device or an NPIV core device.
Affirm: Yes

_—

2.5.2.10 The proposed fibre channel switches must have the capability to support
multiple fabric environments in a single physical switch.
Affirm: Yes

2.5.2.11 The proposed fibre channel switches must support aggregated ISL (inter-switch link)

connectivity; i.e., several physical ISLs behaving as one virtual ISL.
Affirm: Yes

_—

2.5.2.12. The proposed fibre channel switches must support traffic engineering using FSPF,
Affirm: Yes

2.5.2.13 The fibre channel switches must have at least 12 ports active each.
Affirm: Yes

2.5.2.14 The fibre channel switches must have at least 24 ports total each.
Affirm: Yes
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Attachment B - Mandatory Requirements

2.5.2.15 The fibre channel switches must have redundant power supplies and fans.
Affirm: Yes

2.5.2.16 The fibre channel switches must have an expected product life of at least 5 years.
Affirm: Yes

2.5.2.17 The fibre channel switches must include 5 years of support with a guaranteed
response time of 4 hours and 24x7x365 coverage.
Affirm: Yes

2.5.3 Network Switches

2.5.3.1 The network switch(es) must support both 10Gbps and 1Gbps connectivity.

Vendor response: The Maintenance network (S55) supports 1Gb/s with 10Gb/s uplinks to the
datacenter network. The Primary network (54810) supports 10Gb/s via SFP+ and 1Gb/s via
SFP modules. 1GBaseT SFP modules are supported in the 54810

2.5.3.2 The network switch(es) must have a minimum of 16 ports available for
connection of additional network devices not included in the proposed solution.

Vendor response: The switches in our primary proposal have at least 16 ports
available per switch. Our alternate switch proposal has a minimum of 16 ports
available distributed between the 2 redundant switches.

2.5.3.3 The network switch(es) must have redundant power supplies and fans.

Vendor response: All switches include redundant power and fans.

2.5.3.4 The network switch(es) used for server connectivity must include layer 3
support (if a dedicated management network is present it does not need to support
layer 3).

Vendor response: All ethernet switches proposed include Layer3 support.

2.5.3.5 The network switch(es) must support Link Aggregation Control Protocol (LACP): IEEE
802.3ad.

Vendor response: All proposed switches Fhe-Dell-Force40-0S support LACP and
staticly configured Link aggregation,

2.5.3.6 The network switch(es) must support VLAN trunking.

Vendor response: All proposed switches The-Dell-Force40-0S supports VLAN trunking via
802.1q encapsulation,
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Attachment B - Mandatory Requirements

2.5.3.7 The network switch(es) must support IEEE 802.1q VLAN encapsulation.

Vendor response: Fhe-Dell-Force10-0SAll proposed switches supports 802.1q
encapsulation.

2.5.3.8 The network switch(es) must support Jumbo Frames on all ports (up to 9216 bytes).

Vendor response: Fhe-Dell-Force10-555-and-S4810All switches proposed support jumbo
frames on all ports.

2.5.3.9 The network switch(es) must support CLI management (console, telnet and/or SSH).

Vendor response: The-Dell-Force10-555-and-54810-supportAll switches proposed
support_CLI access via SSH or telnet.

2.5.3.10 The network switch(es) must support SNMP.

Vendor response: All switches proposed supportThe-Dell Force10-555-and-54840 support
SNMP v1, v2c and v3.

2.5.3.11 The network switch(es) must have an expected product life of at least 5 years.

Vendor response: Fhe-Dell Force10-555-and-54810All Ethernet- switches are proposed with a
5 year service and support contract and will be fully supported during that length of time.

2.5.3.12 The network switch(es) must include 5 years of support with a guaranteed
response time of 4 hours and 24x7x365 coverage.

Vendor response: Fhe-DellEorce10-555-and-S4810All  switches are proposed with a 5
year service and support contract, including 4 hour response to the locations specified.

2.5.4 Server Hardware

2.5.4.1 There must be at least 7 identically configured servers per site (production and
DR), 14 servers in total.
Affirm: Yes

2.5.4.2 The proposed servers must be dual CPU socket servers.
Affirm: Yes

2.5.4.3 The proposed servers must use 6-core Intel 5600 series or 10-core Intel E7
series processors or superior.
Affirm: ___Yes - using 8 core E5-2600 series___

2.5.4.4 Each server must have at least 192GB of RAM installed with all RAM running at full
clock speed (no clock speed step down across memory channels).
Affirm: Yes

2.5.4.5 Each server must include a minimum of two (2) 10Gbps network connections.
Affirm: Yes
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Attachment B - Mandatory Requirements

2.5.4.6 Each server must include a minimum of two (2) 8Gbps fibre channel (SAN)

connections. .
Affirm: Yes

2.5.4.7 The servers must include remote management capabilities (DRAC, iLO or equivalent).
Affirm: Yes

2.5.4.8 The servers must have fully redundant internal components (power supplies, fans,

etc.).
Affirm: Yes

2.5.4.9 The servers must have an expected product life of at least 5 years.
Affirm: Yes

2.5.4.10 The servers must include 5 years of support with a guaranteed response time of
4 hours and 24x7x365 coverage.
Affirm: Yes

2.5.5 Rack Mount Servers (If this solution is proposed)

2.5.5.1 Al of the PCI-Express slots in the servers must run at a minimum of 4x speed.
Affirm: Yes

2.5.5.2 The servers must have at least two available PCI-Express slots for expansion capabilities.
Affirm: Yes

2.5.6 Blade Servers (If this solution is proposed) N/A

2.5.6.1 In the proposed blade solution the individual blade servers at each site must be split as
evenly as possible across two blade chassis (elimination of single point of failure and provide
extra expansion capabilities through number of available slots for blades).

Affirm: _

2.5.6.2 Each blade chassis must include fully redundant 1/0 and management modules.
Affirm: _

| certify that the proposal submitted meets or exceeds all the mandatory specifications of this
Request for Proposal. Additionally, | agree to provide any additional documentation deemed
necessary by the State of West Virginia to demonstrate compliance with said mandatory
specifications.

Dell Marketing, LP

(Company) Y y "
Mary Collins, Proposal Manager /)( A
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(Representative Name, Title)
512-723-3772/512-283-9092

(Contact Phone/Fax Number)
04/06/2012

(Date)

2.6 Oral Presentations

If requested, Dell would comply and welcome the opportunity to present additional information about
the solution and technologies being proposed.
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Attachment C - Cost Sheet

Please find the requested Cost Sheet in the included sealed envelope.
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Purchasing Affidavit

Purchasing Affidavit

STO12007

RFQ Mo.

STATE OF WEST VIRGINIA
Purchasing Division

PURCHASING AFFIDAVIT

West Virginia Gode §5A-3-10a states: No conlracl or renowal of any conlract may be awardod by the slale or any of ils
political subdivisions lo any vendor or prospective vendor when (he vender or prospeclive vendor or a related parly lo the
vendor or prospective vendor Is a deblor and the dobl owed is an amount greater than one thousand dollars in the
aggregale.

DEFINITIONS:

*Debl* means any assessment, premium, penally, fine, tax or other amount of menay owed lo the slale or any of ils
polilical subdivisions bocause of a judgment, fine, permil violation, license assessment, defaulted workers' campensation
premium, penally or other assossmenl presently delinquent or due and required to be paid lo the stale or any of its

polilical subdivisions, including any Inlerest or additlonal penallies accrued thereon.

“Deblor® means any individual, corporation, partnership, association, limited iabilily company or any other form or
business assoclation owing a debt 1o lhe stale or any of its political subdivisions. “Polilical subdivision” means any counly
commission; municipality; county board of aducalion; any inslrumentality established by a counly or municipalily; any
separale corporalion or instrumentality established by one or more counlios or municipalities, as permilted by law; or any
public body charged by Jaw with tha performance ol a governmenl function or whose jurisdiclion Is coexlensive with one
or mare counlles or municipalities. “Related parly” means a parly, whelher an individual, corporation, partnership,
assoclation, limiled liabilily company or any other form or business assoclalien or other enlily whalsoever, relaled lo any
vendor by blood, marriage, ownership or contracl through which the parly has a relalionship of owaership or olher Inlerest
wilh the vendor so lhat fhe parly will aclually or by effact receive or conlral a portion of the benefl, profil or othor
consideration from performance of a vendor conlracl wilh the parly recaiving an amount that meels or exceed five percent
of the tolal contracl amounl.

EXCEPTION: The prohibition of this section does nol apply where a vendor has conlosted any tax adminislered pursuant
1o chapter eleven of this code, workers' compensalion premium, permil fee or enviranmental fee or assessment and the
maller has not become final or where (ho vendor has entered Info a payment plan or agreement and the vendor Is not in
defaull of any of Ihe provisions of such plan or agreement.

Under penalty of law for false swearing (West Virginia Code §61-5-3), it is hereby cerlilied thal the vendor affirms and
acknowledgos the information in this affidavil and is in compliance wilh the requirements as stated.

WITNESS THE FQLLOWING SIGNATURE
ell Marketing, LP

Vondor's Name: _ R - _ . _
Aulhorized Signalure: })l/ _Cﬂ///(._/“—"'l __ Date: _ .([ ~ g+ ! )

Stale of ?—(—;)( [

Counly ol_,(i[ht{tbm_j()(] , lo-wit:
Taken, subscribed, and sworn to before me this _é_ day of Jf'f 1 l . 20_’2.
My Commission expices ) - [ - ) .20 )2
7
AFFIX SEAL HERE NOTARY PUBLIC _( Z'[l‘/w T

Wi, T

SR, WILLIAM O. BANGPHAXAY
b= Motary Public, State of Texas
)\~ My Commission Expires

A et Vs S et A e i oS e N St o 2 . .—ﬁ,,l

Bl AT ;
gl 01 A February 17, 2015

e ———————————————




Contract Terms and Conditions

Contract Terms and Conditions

Dell’s receipt of an Award or Purchase Order for RFP 120075TO for Computer Network Infrastructure
from State of West Virginia and subsequent performance in relation to this response shall be governed
by and understood to indicate State of West Virginia’s acceptance of the WSCA (WN34ACA) contract.
Any terms in RFP 12007STO for Computer Network Infrastructure or on a resulting Purchase Order from
State of West Virginia to Dell shall not be applicable.




Attachments - Supporting Documentation

Attachments - Supporting Documentation
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Dell ForcelO

ForcelO

FTOS Command Line Interface (CLI)

Industry-standard CLI Syntax with Enhanced Manageability Features; Consistent Show, Configuration,
Debugging and CLI Navigation Commands across Switch/Router Product Lines.

The power of one: consistency

FTOS, the Dell Forcel0 Operating System, is a powerful and robust
operating systemn that runs on all Dell ForcelQ switch/router product
lines. Dell Forcei0's switch/router platforms derive from a single
code base which follows a linear, sequential release path, which
enables them to deliver uniform solution sets. Dell ForcelO ensures
that custorners benefit from stable code, consistent configuration
environment, and simpler software management

Streamlined management

«  Common management functionality and common user
interface across Dell ForcelQ product lines make operating the
network easier

«  Simpler product training and learning curve because system
configuration, diagnostics, troubleshooting and software
maintenance are identical across platforms

«  Support for the same CLI SNMP, and XML management models
throughout the entire network greatly simplifies life-cycle
management of the infrastructure

Optimizing your operations

The Dell FTOS CLI combines the predorminant, de-facto industry
standard show, configuration and debugging syntax with enhanced
usability and navigation features. As a result, the administration,
configuration, and trouble-shooting operations are highly intuitive,
enabling you to achieve leaner operations

Rich feature set

The Dell FTOS CLI is a pnimary method of administering, configuring,

and monitoring FTOS applications and Dell ForcelO switches/routers
The FTOS CLI is a significant asset in protecting training investrments
It is fully compliant with the predorminant, de-facto industry standard
CLI Certified engineers will be immediately familiar with the Dell
Forcel( CLI and productive from day one

The CLI has many powerful features which make it very convenient
for usage on a daily basis, which include

«  On-line help and auto-completion
« Interactive or automated modes

+ Integration of Unix-like features such as grep and diff for
configuraticn management

«  Accessible over industry standard access protocols, such ss
Telnet, SSHv2, and serial console

« Configurations can be archived by the archive manager, and
used for autorated configuration rollback to restore a known
working configuration

Management  FTOS Applications ‘
Interfaces || qz,.D i
To i ‘ i
FTOS / ‘ Archived |

t §[j/ Configurations |

Consols, /,'.'--;
e / .E
t/v. b IPC Configuration |
; Database '

suumn:\}‘iﬁ:—z

Figure 1. FTOS software architecture
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FTOS Command Line Interface

Simplified operations through the FTOS CLI

« Identical CLI on all platforms « Configuration file “diff" command

+  Ranges and aliases for bulk configuration .  Command history shows timestamp, users and CLI commands

« Line card pre-configuration +  Full-featured ‘grep” and ‘no-more’ pipe for all commands with unlimited pipes

« Configuration locking +  ACLs and routing policies with sequence numbers, rermarks and ‘resequence’ command
+  Configuration commit and rollback + 'do’ command in configuration mode

«  Online serviceability and diagnostics «  “send’ command to write all users {Unix write/wall functionality)

«  monitor interface” command . “show configuration’ context while in configuration mode

«  ‘show run <context>" command
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The Open Virtual Data Center

It has been said that the shift to a virtual data center will be the most significant IT transformation
since the invention of the mainframe. This transformation promises to join virtualized computing and
storage layers to a virtualized network stack, while enabling new agile models such as cloud
computing. At the same time, it is vital for the success of this technology that the transition to the
virtual data center not bring back the proprietary restrictions and limitations that were the hallmark of
the mainframe era.

While initial virtualization efforts have been very successful at consolidating server and storage
resources, organizations and the industry in general are just beginning to understand how these
virtualization initiatives will impact their data center networks. Many great minds and diverse
organizations are grappling with the best ways to manage the virtualized data center - operating
virtual machines, virtual storage, and virtual networking devices in concert to accomplish key
application and business goals. Virtualization technology alone can easily result in more complexity -
not less - and effective network automation technology is essential in order for the benefits of
virtualization to be fully realized.

As with many technologies, some of the initial vendor-sponsored forays into the automation space have
attempted to simplify the problem by providing single-source proprietary solutions. Networking
vendors in particular have sought to revolutionize traditional data center operational practices with
new architectures that work only with their servers and storage. In contrast, Dell realizes that for
automation to be truly successful it must represent an evolutionary (rather than revolutionary) step -
and it must work in concert with traditional datacenter operational practices.

Most large data centers are complex heterogeneous environments that require considerable
customization around standard interfaces and protocols. Dell believes that the network should retain
its customary role in automation - responding to orchestration requests from everything from
applications, to hypervisors, to management frameworks. Through its Open Network Automation
Framework, Dell is pioneering a model that delivers innovative, open standards-based automation
technology that will enable organizations to transform their virtualized data center infrastructure
becoming more agile, flexible, and efficient even as they develop new ways to deliver applications and
services.

The Promise of Virtualization - Realized Through Automation

To date, much of the adoption of virtualization technology has centered on consolidation, allowing
organizations to better utilize and manage their computational and storage resources. Initial benefits
of consolidation through virtualization have included:

e Better utilization of servers and storage

o Simple provisioning of virtual machines
o  Workload balancing by deploying additional virtual resources

At the same time, most realize that consolidation is only the first step towards a virtualized data
center. In particular, the adoption of server and storage virtualization is causing IT managers to
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examine how virtualization technology impacts their networks, and how the network needs to change
to allow virtualization technology to realize its full potential. While most networks today remain
relatively static - virtualized networks must become dynamic to match the characteristics of
virtualized servers and storage.

In short, IT managers are grapping with two key questions:

e How does the network need to change so that it can function in this new virtual
environment?

e How can virtual servers, storage and network elements be managed together in a
cohesive synchronized virtualized environment?

Managing the Complete Virtualized Environment

In the past, servers, storage, and networking could all be managed separately, as they were treated as
relatively separate domains. Increasingly, however, organizations need to consider how they will
manage virtual machines (VMs), virtual storage, and virtual network devices in tandem to benefit the
increasingly virtualized applications that they serve. Failure to embrace these challenges can actually
result in far greater complexity and higher costs, easily outweighing the benefits obtained from earlier
consolidation efforts.

For example, virtual sprawl has already become a sobering reality for many organizations that have
embraced virtualized environments. A symptom of this larger management challenge, virtual sprawl
can occur very quickly - much faster than physical server sprawl. Creating hundreds or even thousands
of virtual machines is relatively fast and simple. Managing large numbers of virtual machines is more
complex, presenting challenges that include:

Tracking and managing large numbers of virtual machines

Understanding where individual virtual machines are physically hosted

Understanding who created or owns a particular VM

Stipulating policy around VM creation, migration, resource allocation, or VM

destruction

e Making sure that a migrating VM has access to its required networks, virtual LANS
(VLANs), and data

o Securing new VMs by either mandating that a uniform access and protection template
be applied to a new VM, or that a finely-tuned VM-specific profile be applied

o Locating stranded or orphaned VMs that never go away, while consuming valuable

resources

Put simply, virtualization technology offers greater flexibility at the cost of increased complexity.
Automation addresses the greater complexity caused by virtualization, reducing operational costs for
large-scale virtualization efforts. Automation ultimately assists with real-time visibility and
management of heavily virtualized environments, reducing risk through a policy-driven framework that
helps eliminate human-generated errors.

Policy-based event management and enforcement of standard configurations help shorten the path to a
tangible return on investments. The result can be improved availability as organizations are able to
perform better network management, and remediation may be automated, where appropriate.

Toward Cloud Computing
Cloud computing technology in particular requires and assumes network automation in addition to
virtualization. With cloud computing, resources need to be able to grow, shrink and move dynamically
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as demanded by the dynamic nature of the workload. For example, an overloaded application might
need to be relocated to a different server with more CPU capacity. When this happens, the entire
virtual environment would need to move as well, including:

e Storage connections
s Networking connections
¢ VLAN and port profile configurations

More than just moving the VM to a new machine, all of these connections would need to be redefined
in advance on the switch where the new host for the VM is connected. Only then would the application
have the same access, data, and management networks, and remain connected to the appropriate
VLAN with all its previous QoS and security policies. Moves such as this need to be accommodated
whether the application is being transported to a virtual machine hosted within the same rack, or
across the data center.

Moreover, if these changes result in a network bottleneck, automation would need to allow network
devices to respond by:

Moving domains to encompass more servers or adding 1/0

Reserving bandwidth for specific applications

Changing policies to prioritize applications

Providing for multi-tenancy beyond the traditional limited static resource allocation

Customization in Large Complex Environments

Complicating the situation, effective automation must also be multi-level - allowing everything from
applications, to virtual machines, to management systems to participate, as required by the data
center. With the high level of customization prevalent in large data centers, it is important that data
center managers have a way to define what they monitor and what they automate. Counter to a one-
size-fits all approach, large organizations require the ability to customize their virtualization and
automation solutions to fit their own unique needs.

In large data centers, there is also no presumption that any one vendor has a lock on the network,
server, or storage infrastructure - and most are loathe to swap out their existing management
infrastructure. Viable automation solutions must work with the established environment,
interoperating with a wide variety of heterogeneous servers, storage, and networking equipment.
Automation technology must also remain agnostic to hypervisor, virtual switch, and server choices,
without artificial canstraints that include or exclude any particular approach, vendor, or technology.
Ultimately, data centers need to be able to own their own intellectual property, from custom-designed
operational models to scripts that are used to achieve automation - requiring an open standards-based
approach.
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Choosing Open Automation

With automation technology still in the early stages, network vendors have taken a variety of
approaches. In order to achieve an out-of-the-box operational model, some networking vendors have
chosen proprietary architectures to simplify either the computing and storage stack or the network, or
both. Unfortunately, these approaches ultimately constrain adopters to the innovations of a single
vendor and limit the ability of the organization to customize their own environment. Different
approaches to automating virtualized environments include:

e Vertically-integrated network automation. This approach involves a highly integrated
proprietary architecture that requires the customer to source all elements of the stack
(servers, storage, networking, management software) from a single vendor, or a closed
system of vendors. This approach also usually assumes management of all layers of the
operational stack by the network vendor - counter to modern data center practices.

o Network-controlled automation. In this approach, the monitoring, management, and
provisioning of virtual environments is controlled from, or by the network, representing
a huge cultural and operational shift by data center managers.

o Open network automation. Open network automation exploits open industry standards
that allow the data center network fabric to be controlled by existing hypervisor or
middleware tools. Because this approach is server and application centric (rather than
network centric), it is consistent and tracks well with current data center operations.

Dell Force10’s Open Automation Framework

Dell Force10’s Open Automation Framework is made possible through the ubiquitous Dell Force10
switch operating system - FTOS - that runs across all Dell Force10 switches and routers. By delivering
the same operating system across its entire switch and router line, Dell Force10 ensures that
organizations benefit from stable code, a consistent feature set, and simpler software management.
FTOS also gives Dell Force10’s switches an extensible and autonomous operational model that is
essentially more like a server than a traditional switch. FTOS adds server-style intelligence and
general programmability to Dell Force10’s switches and routers, greatly extending their capabilities.

FTOS and the FTOS Command Line Interface (CLI)

An extensible and modular operating system, FTOS is based on NetBSD, with application code
developed and maintained by Dell Force10 software engineers. FTOS supports everything from bare-
metal switch provisioning to network virtualization, and also provides intelligence and extensibility
that allows Dell Force10 switches to participate fully in customized automation. This unified approach
offers the following distinct advantages:

e Common management functionality and a common user interface across the Dell
Force10 product line make operating the network easier.

o Streamlined product training and a consistent learning curve result since system
configuration, diagnostics, troubleshooting, and software maintenance are identical
across all platforms.

o Support for the same CLI, SNMP, and XML management models is provided throughout
the entire network, greatly simplifying life-cycle management for infrastructure.

A hardware abstraction layer (Figure 1) is used to make FTOS portable across product lines, allowing
organizations to deploy applications across multiple switches and routers without recoding for each
platform.
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Figure 1.
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Based on NetBSD, the modular and extensible FTOS operating system runs
across all Dell Force10 switches and routers,

Modular FTOS

Management
Virtualization
Open Automation

Hardware Abstraction Layer

Common Interlace Across Different Capacitios

The NetBSD kernel at the heart of FTOS provides a stable operating system, handling memory
allocation and process scheduling, while all other applications run as independent and modular
processes in their own protected memory space.

Separate OS and application functions limit application scope, and provide inherent
platform stability.

Memory protection prevents processes from corrupting each other.

Preemptive process scheduling prevents processes from monopolizing the CPU.
Application processes are provided for each Layer 2 and Layer 3 protocol, as well as
management functions, security services, and other FTOS functions.

The FTOS CLI is the primary method of managing an FTOS switch or router, and it supports interactive
or automated logins using CLI scripting. The CLI is also responsible for communicating with the FTOS
application process over inter-process communications (IPC) for sending configuration information or
requesting output for a show command. The FTOS CLI combines industry-standard show, configuration,
and debugging syntax with enhanced usability and navigation features. As a result, configuration and
troubleshooting is similar to working on an 10S platform, but more flexible.

The FTOS CLI is accessible over the serial console, or via Telnet or SSHv1/v2 for
interactive or automated management.

A “terminal xml” command enables an XML front-end to the CLI.

Support for common tools such as Expect and RANCID is provided.

Eventual integration of UNIX-like features such as “grep” and “diff” for scripting.
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Open Automation Overview

Running on FTOS, Dell Force10’s Open Automation Framework (Figure 2) is designed to transform the
data center network into a policy-driven cloud computing fabric, and to provide data center network
managers with greater visibility into how the network is performing. Open Automation incorporates
Bare Metal Provisioning, Smart Scripting, Virtual Server Networking, Programmatic Management and
Web GUlinterface, which streamline the network fabric’s ability to participate in automated, policy-
driven, real-time workload allocation in response to changing application and service demands.

The Open Automation and Virtualization Frameworks leverage the company’s extensive Technology
Alliance Partner Program that today includes more than 25 data center-focused technology partners.
Coupled with Dell Force10 technology, these partners provide the foundation for dynamic data centers
by aligning compute resources with resource needs.

Figure 2. The Dell Force10 Open Automation Framework.
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Bare Metal Provisioning

Automated bare metal configuration reduces operational expenses, accelerates switch installation,
simplifies 0S upgrades and increases network availability by automatically configuring Dell Force10
switches. This eliminates the need for a network administrator to manually configure the switch,
resulting in faster installation, elimination of configuration errors and enforcement of standard
configurations. Upon installation, the Dell Force10 switch searches the network for a DHCP server, The
DHCP server provides the Dell Force10 switch with an IP address and the location of a TFTP server. The
TFTP server maintains a configuration file and an approved version of FTOS, the operating system for
Dell Force10 switches. The Dell Force10 switch automatically configures itself by loading the
configuration file and FTOS.
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Smart Scripting

Smart scripting increases network availability and manageability by allowing network administrators to
deploy custom monitoring and management scripts on Dell Force10 switching platforms. With this
capability, network administrators can implement version control systems, automatically generate
alerts, create custom logging tools and automate management of network devices. Virtually any
function that can be performed through the CLI can be implemented with smart scripting. Smart
scripting provides a scripting environment that supports Perl and Python, making it easy for IT
administrators to quickly develop scripts without having to learn a new scripting language.

Virtual Server Networking

Virtual environments require network infrastructure to be dynamic in order to ensure network
connectivity and security policies are maintained when VMs are migrated. Virtual server networking
facilitates communications between Dell Force10 network switches and virtual machine management
software to orchestrate automated VM/VLAN provisioning and virtual machine migration. This is a
powerful capability that great simplifies the many of the tasks associated with virtualized computing
environments. Our virtual server networking software supports YMware vSphere 4.0/4.1 and Citrix
XenServer 5.6.

Programmatic Management

Programmatic management greatly improves network manageability by allowing Dell Force10 network
devices to be managed by third party system management tools via standard programmatic interfaces.
The programmatic management environment and set of interfaces communicate directly with third-
party system management tools, avoiding the need for a dedicated network management tool.

Web GUI Interface

Ease and breadth of connectivity remain a paramount necessity for both equipment and development
communities. The Web GUI Interface addresses Web connectivity in a general sense for Dell Force10
platforms but also offers more advanced capabilities to help simplify management tasks and customize
GUI environments. The advanced Web user interface is a significant step up from traditional web-based
switching platforms interfaces. Customers can simply and easily tailor management and user interfaces
with either in-house or third-party tools to create custom management and GUI environments.

Automation Use Cases

Organizations ultimately have highly diverse requirements for automation, and automation frameworks
must be flexible enough to accommodate a wide range of automation activities. While a particular idea
or approach may be advantageous to one organization, it might not be useful to another. Organizations
may also choose to implement similar functionality in different ways depending on their own needs.
The use cases that follow offer a number of practical examples for ways that the Dell Force10 Open
Automation Framework could be used to accomplish a wide range of automation tasks. These
descriptions represent only a sampling of the possible automation scenarios, and other approaches are
certainly possible.

Bare-Metal Provisioning
When deploying or managing a large number of switches, it is often desirable to rapidly and
automatically provision network resources. Doing so in an automated fashion helps to:

e Reduce deployment time

e  Minimize human error
e Enforce standard and/or secured configurations
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Network Automation with the Dell Force10 Open Automation Framework

Similar to existing server capabilities, FTOS will allow switches to perform bare-metal provisioning -
such as that supported on the Dell Force 10 $60 top of rack switch (Figure 3). Through this process, the
switch can be configured with an operating system and a detailed configuration based on pre-defined
templates. With the Dell Force10 Open Automation Framework, switches advertise their presence after
connecting to the network, getting provisioned in return with an appropriate FTOS version, updated
startup configuration, and an IP management address through a DHCP and TFTP server.

Figure 3. Bare Metal Provisioning configuration supports rapid
provisioning of network resources.
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Network Automation with Smart Scripting

Large complex data centers typically have their own unique needs and requirements for monitoring and
managing their network infrastructure. Using Smart Scripting on Dell Force10 switches and routers, IT
administrators can create custom PERL or Python scripts to manage and interact with their Dell
Force10 switches and routers (Figure 4). A wide variety of automation tasks can be implemented,
including:

Automating management

Building visibility and/or discovery programs
Creating custom logging

Reporting configuration information
Reporting switch memory usage, VLANs, etc.
Producing custom interfaces with applications
Supporting custom provisioning

Figure 4. Smart Scripting allows for a wide variety of automation
activities to be implemented on Dell Force10 switches and routers.
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Network Automation with the Dell Force10 Open Automation Framework

Configuration Management

Keeping an up-to-date CMDB is critical and challenging, especially in large and complex networked data
center environments. As shown in Figure 5, the Dell Force10 Open Automation Framework could be
used to automatically send a notification if a switch configuration is changed. At the same time,
configuration data could also be retrieved (pulled) from the CMDB to drive actual configuration and
management of the switch. For instance, a central database of standard configurations could be
maintained. When a change is made to the standard configuration, that configuration could then be
pushed to all of the appropriate switches.

Figure 5. The Dell Force10 Open Automation Framework enables bidirectional

communication of configuration data with third party system management
tools.
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Alert Notification

Proactively noticing and responding to outages and performance issues is vital, particularly in highly
automated cloud computing environments. Using standard scripting, organizations use the Dell Force10
Open Automation Framework to build and deploy custom alert modules that notify management tools
when network performance issues occur (Figure 6). System management tools or virtualization
management tools are able to initiate responses to any issues based on pre-defined policies -
potentially deploying additional resources or redeploying virtual machines.

Figure 6. Smart Scripting can provide alert notification from a
Dell Force10 switch to third party system management tools.
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Network Automation with the Dell Force10 Open Automation Framework

VM/VLAN Auto-Provisioning

For applications to operate seamlessly across a migration event, network configurations must become a
part of the process. Associated VLANs must be made available on the physical switches where VMs will
be located in advance of moving the virtual machines.

As shown in Figure 7, the Dell Force10 Open Automation Framework could be used with features such
as VMware Ymotion, configuring a VLAN and port on another switch to accommodate a virtual machine
migration. In this scenario, a management application such as VMware vCenter would use VMware
vMotion to move the virtual machine, In this case the YMware SDK would run directly on the Dell
Force10 switch, registering with vCenter. When vCenter initiates a vMotion event, the switch is
notified.

Figure 7. Virtual Server Networking communicates with hypervisor management
tools, such as VMware vSphere, to coordinate VM and VLAN migration.
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Conclusion

Deriving a return on virtualization investments means deploying effective automation techniques that
can simplify the virtualized environment while allowing a policy-based deployment model. While many
network vendors have chosen a proprietary path to automation, Dell Force10's approach is to utilize
open and industry-standard technologies based on the extensible and modular FTOS operating system -
across a range of the heterogeneous Dell Force10 switch and routers portfolio.

Rather than asking organizations to rethink their entire computing, storage, and networking stacks,
Dell Force10 is committed to operating as seamlessly as possible as a part of the heterogeneous data
center. This open and innovative approach gives large complex data center |IT departments the control
and flexibility they need to deploy powerful Dell Force10 switches and routers without disrupting the
existing infrastructure, operations, or policies that drive their organizations - and their bottom lines.
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